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Abstract The current state-of-the-art general circulation

models, including several of those used by the IPCC, show

considerable biases in the simulated present day high-lati-

tude climate compared to observations and reanalysis data.

These biases are most pronounced during the winter sea-

son. We here employ ideal vertical profiles of temperature

and wind from turbulence-resolving simulations to perform

a priori studies of the first-order eddy-viscosity closure

scheme employed in the ARPEGE/IFS model. This reveals

that the coarse vertical resolution (31 layers) of the model

cannot be expected to realistically resolve the Arctic stable

boundary layer. The curvature of the Arctic inversion and

thus also the vertical turbulent-exchange processes cannot

be reproduced by the coarse vertical mesh employed. To

investigate how turbulent vertical exchange processes in

the Arctic boundary layer are represented by the model

parameterization, a simulation with high vertical resolution

(90 layers in total) in the lower troposphere is performed.

Results from the model simulations are validated against

data from the ERA-40 reanalysis. The dependence of the

surface air temperature on surface winds, surface energy

fluxes, free atmosphere stability and boundary layer height

is investigated. The coarse-resolution run reveals consi-

derable biases in these parameters, and in their physical

relations to surface air temperature. In the simulation with

fine vertical resolution, these biases are clearly reduced.

The physical relation between governing parameters for the

vertical turbulent-exchange processes improves in com-

parison with ERA-40 data.

Keywords GCM � Large eddy simulation �
Parameterization � Arctic � Stable boundary layer �
ARPEGE

1 Introduction

The vertical resolution of climate models has not been the

focus of many sensitivity studies. This is remarkable because

the non-linear vertical profiles of all model variables usually

exhibit strong curvature in the first 1 km above the surface.

The lower part of the atmosphere comprises the densest

clouds and most intense turbulent activity. Sufficient reso-

lution within this layer is thus important both for climate and

weather prediction simulations. The models contributing to

the IPCC Fourth Assessment Report (AR4) employ vertical

resolutions in the range of 12–56 vertical levels for the total

atmosphere column (IPCC climate model documentation,

http://www-pcmdi.llnl.gov/ipcc/model_documentation/ipcc_

model_documentation.php). The majority have only 4–8

layers below the 850 hPa level of the atmosphere.

Earlier studies were able to compare only very coarse

resolution models. Improving the vertical resolution from a

few kilometers spacing to a few hundred meters was found

to not significantly affect the simulation results (Boville
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1991). However, Tompkins and Emanuel (2000) demon-

strated that equilibrium climate simulations were not

possible for models with coarse vertical resolution in the

planetary boundary layer (PBL). For vertical resolution

coarser than 25 hPa (about 200 m) within the PBL, they

found that the temperature and moisture profiles did not

converge toward radiative–convective equilibrium. Sensi-

tivity studies on this issue are quite limited, but they

generally report beneficial effects of improving the vertical

resolution of general circulation models (GCMs) (e.g.,

Hogan and Brody 1993; Lane et al. 2000; Slingo et al.

2004; Roeckner et al. 2006; Ruti et al. 2006). Bossuet et al.

(1998) studied differences in the ARPEGE climate for

simulations with 41 and 31 vertical levels (41L and 31L

respectively), but did not find any significant changes in the

polar troposphere. However, their 41L run retained quite

coarse resolution in the boundary layer with the 3 first

levels at 43, 140 and 281 m. Recent studies of sensitivity to

changes the vertical resolution (e.g. Lane et al. 2000)

suggest that considerable refinement (60 vertical levels or

more) is needed to achieve visible improvement in the

simulations.

The Arctic inversion is the typical situation for the lower

atmosphere at high latitudes during winter. The tempera-

ture is quite low at ground level and increases to a

maximum at 500–1,500 m height. A negative radiation

balance at the surface combined with strong air subsidence

in the mid-troposphere and the temperature inversion

inhibits the development of turbulent mixing in the Arctic.

The weak turbulent mixing is unable to compensate the

radiative cooling of the surface by increasing the down-

ward heat flux from the warm atmospheric inversion layer

(Overland and Guest 1991). The persistent surface cooling

results in a gradual formation of very low wintertime

temperatures in the lower troposphere. The heat fluxes in

the Arctic winter atmosphere are generally directed

downward toward the surface. The factors that determine

the magnitude of the heat fluxes are the static stability,

given by the lapse rate, and wind speed. Stronger winds are

related to stronger wind-shears and more turbulent condi-

tions in the PBL. This allows air from higher up in the

inversion to be mixed down to the surface. Stronger winds

in the Arctic are thus associated with larger downward

fluxes of heat and higher surface temperatures. These

features of the Arctic wintertime temperature profiles were

generally not resolved by the earlier sensitivity studies of

vertical resolution.

Inadequacies in describing the turbulent fluxes in the

lower troposphere also affect the simulated surface air

temperatures (SAT). Walsh et al. (2002) reported generally

warm biases over the Arctic Ocean in the models con-

tributing to the IPCC TAR compared to NCEP reanalysis

data (Kalnay et al. 1996), while the models contributing to

the IPCC AR4 showed generally cold biases over the

Arctic Ocean in comparison with ERA-40 reanalysis data

(Chapman and Walsh 2007). This development could be

related to changes in the model specifications regarding

flux adjustments or to changes in the treatment of sea ice in

the models. Walsh et al. (2002) also presented the SAT

biases for the models from the atmospheric model inter-

comparison project (AMIP II). These models generally

have a warm bias in the Arctic winter.

The summary report on Arctic climate and modelling

(ACIA 2004) revealed a serious discrepancy between

observed and modelled geographical patterns of the Arctic

climate evolution over the last 50 years. The models tend

not to produce low temperatures in response to weak wind,

but raise the temperature rather rapidly in response to warm

air advection. This tends to cause a positive SAT bias, with

the largest warm bias located in areas with the climato-

logically lowest surface temperatures (Kiehl and Gent 2004

for CCSM-2). Cuxart et al. (2006) found in general an

overestimation of the fluxes in the turbulence parameteri-

zation schemes implemented in research and operational

models. Such schemes use constraints on the minimum

possible flux (Louis 1979; Beljaars and Viterbo 1999) in

order to prevent atmosphere–surface decoupling and con-

sequent model instabilities.

The excessive turbulent fluxes found by Cuxart et al.

(2006) lead one to question the reliability and performance

of the stable boundary-layer (SBL) parameterizations,

greatly affect the Arctic climate. A popular, but undesi-

rable, solution is to tune the schemes towards ideal data

sets (e.g. for the ARPEGE model, see Bazile et al. 2005).

To our knowledge, however, those tuning exercises have

been limited to particular in situ cases and thus suffer from

a lack of generality. At present, mainstream studies try to

improve model performance in cold climates through

development of even more sophisticated vertical diffusivity

schemes. The intercomparison by Cuxart et al. (2006)

showed that the more sophisticated schemes do not nec-

essarily show a better performance compared to simpler

schemes. But one cannot expect to gain full benefit of the

advances in the boundary-layer parameterizations if the

PBL and lower troposphere remain constrained by a rela-

tively coarse vertical resolution (Bushell and Martin 1999

for 19L).

Dethloff et al. (2001) compared the performance of

single-column GCM models (ECHAM3 and HIRLAM)

employing analytical turbulence diffusion schemes of the

resistance-law type (Zilitinkevich and Esau 2005) with

more traditional, eddy-viscosity type schemes employed in

the same models. The analytical schemes demonstrated a

considerable improvement. The main assumption in the

first order closure—(FOC) eddy viscosity scheme is that

the vertical turbulent fluxes of heat and momentum can be
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expressed in terms of the vertical gradients in model-

resolved temperature and momentum. Our hypothesis is

that this assumption is violated by the choice of vertical

resolution commonly applied for the lower troposphere. By

increasing the vertical resolution in this part of the atmo-

sphere our aim is to show a general improvement in the

performance of the FOC scheme applied in the model. Our

focus will be on the Arctic stable boundary layer, and

specifically on heat fluxes and temperature profiles. Over-

estimation of vertical mixing and turbulent heat fluxes in

the stably stratified Arctic atmosphere, which is a common

problem for the schemes applied in GCMs (Cuxart et al.

2006), will lead to an excessive heating of the surface. One

objective is to show that the reduced vertical mixing

obtained by increasing the vertical resolution in the lower

troposphere also reduces the atmospheric influx of heat to

the surface and thus also the simulated surface tempera-

tures in the Arctic.

Here we investigate the effect of vertical resolution

refinement on the model climate. Using guidelines from

turbulence-resolving models (e.g. Beare et al. 2006), we

determine an adequate spacing for the model vertical lev-

els. We compare simulations with 31 (31L) and 90 (90L)

vertical levels. Section 2 describes the ARPEGE GCM and

the formulation of the vertical-diffusivity scheme in the

model along with the model setup. In Sect. 3, we perform

a priori analysis on coarse versus fine vertical mesh. The

a priori study incorporates data from a turbulence-resolving

model. Climatologies from ERA-40 and the two GCM

simulations are presented in Sect. 4. In Sect. 5 we study

changes in the basic physical relationships induced by the

resolution refinement. Section 6 contains a discussion, and

conclusions are given in Sect. 7.

2 Model description

2.1 Turbulence vertical diffusion scheme

Although refinement of the vertical resolution will affect

almost all parameterizations in the model, especially the

cloud and radiation schemes, here we focus primarily on

the turbulence diffusion scheme. In the dry, wintertime

Arctic atmosphere, this scheme is an important component

in forming the temperature profile in the lowest 500 m

(Dethloff et al. 2001). The ARPEGE/IFS model is the

atmospheric component of the Bergen climate model

(Furevik et al. 2003). It was developed by Meteo-France

and ECMWF (Deque et al. 1994). ARPEGE/IFS is a

spectral model and the horizontal resolution is here given

by a triangular truncation at wavenumber 63 (T63) with

linear reduced Gaussian grid equivalent to quadratic T42

(2.8�) for the surface fields. The vertical resolution is

described as a hybrid sigma coordinate (Simmons and

Burridge 1981). It follows the topography in the lower

atmosphere, but becomes gradually parallel to the pressure

surfaces at higher levels. The vertical diffusion scheme was

developed by Geleyn (1988). It is a first-order eddy-vis-

cosity scheme, which is popular in global models because

of its simplicity and physical clarity.

Let w be one of the prognostic variables (horizontal

components of the wind velocity, moisture or dry static

energy). The evolution of w due to turbulent transport is

given by

ow
ot
¼ 1

q
o

oz
qKw

ow
oz

� �
¼ �g

oFw

op
; ð1Þ

where q is the air density and g is the acceleration due to

gravity. A change in the vertical flux with pressure can be

regarded as either convergence or divergence of w at a

given level and thus gives an increase or decrease in the

value w by time. The exchange coefficients are either heat,

Kh, or momentum, Km, diffusivities. The exchange

coefficient for moisture is assumed to be equal to Kh.

They depend on the prognostic variables according to

Km ¼ l2
m

oU~

oz

�����
����� � fmðRiÞ and Kh ¼

lmlh

l2
m

fhðRiÞ
fmðRiÞKm ð2Þ

where fw(Ri) is a stability function (Louis 1979) and Ri is

the gradient Richardson number. The mixing length scale

lw(z) characterizes changes in the turbulent eddy size as a

function of the distance from the surface. An empirical

polynomial fit is adopted

lwðzÞ ¼ az3 þ bz2 þ jz;

a ¼ jH � 2kw

H3

b ¼ 3kw � 2jH

H2

8>>><
>>>:

ð3Þ

where H is the boundary layer depth, kw is the asymptotic

length scale at z = H, and j = 0.4 is the von Karman

constant. The asymptotic length scales for heat (kh) and

momentum (km) obey the following relation: kh ¼
km

ffiffiffiffiffiffiffiffiffiffi
15=2

p
: km are prescribed by the model: km=20 m.

Following Troen and Mahrt (1986), the PBL depth, H, is

defined as the level where the bulk Richardson number,

based on the difference between quantities at a specific

level and the lowest surface, reaches the critical value of

0.5. The formulation reads:

Rij ¼
hvj � hv0

� �
gzj

hv0jUj
~ j2

ð4Þ
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here hvj is the virtual potential temperature at level j, and

hv0 is the virtual potential temperature at the surface, U~ j

�� ��
is the wind speed and zj is the distance of level j from the

surface.

The stability functions are given by

f�1
m ¼ 1þ 2bRið1þ dRiÞ�0:5; and

f�1
h ¼ 1þ 3bRið1þ dRiÞþ0:5

ð5Þ

where b = d = 5. It produces a realistic Prandtl–Richard-

son relation, PrðRiÞ ¼ lmfm=lhfh � 1 for large Ri.

2.2 Experimental design

To study the effect of vertical resolution, two simulations

have been set up according to AMIP2 requirements and

recommendations (AMIP Newsletter, Gleckler 1996). The

model is run with prescribed sea-surface temperatures

(SSTs) for the period January 1979–December 1997 (Smith

and Reynolds 2004).

The first run, 31L, follows the standard setup of ARP-

EGE/IFS. The model was set up with 31 vertical layers,

where 8 layers were below 1,600 m. The lowest level was

at approximately 40 m height and the next level close to

140 m. To assure model consistency with differentiation,

the PBL height, H, in the 31L configuration was not

allowed to be lower than to 200 m, equivalent to 2.5 model

levels. The time step used for this model integration was

1,800 s.

To investigate the effect of increased model resolution

within the PBL, we performed a run with a vertical mesh of

90 levels, hereafter denoted 90L. The resolution was

improved only for the lower troposphere below 3,000 m.

The lowest 5 model levels were located at 10, 20, 30, 40

and 50 m. Above 50 m the vertical resolution decreased. In

total, 30 layers were added to the lowest 1,000 m and 30

layers were added between 1,000 m and 3,000 m. The

minimum H was reduced to 20 m, equivalent to 2 model

levels. The time step was reduced to 900 s to avoid

numerical instability. In all other aspects, the diffusion

scheme for the two simulations was identical. To check the

sensitivity of the model regarding constraints on H, we also

performed a 90L simulation with H constrained to a min-

imum value of 200 m. Regarding the vertical profiles, the

results of both 90L runs were very similar. Such a fine

vertical resolution in the 90L run should be adequate with

regard to most problems related to the coarse mesh repre-

sentation of strongly curved flux profiles. Only the results

from the model run with minimum H constrained to 20 m

will be reported in this paper.

To discern the effects of the vertical resolution on the

simulated climate, we focus our attention to the PBL height,

H, and the vertical temperature gradient. H depends on the

bulk Richardson number and gives a good estimate of the

depth or intensity of the vertical mixing in the boundary

layer. Changes in the vertical exchange processes are

manifested by modifying the vertical temperature profile.

3 Scheme properties on coarse versus fine vertical

meshes: a priori test

Observations reveal that the Arctic wintertime PBL is typ-

ically very shallow (Mahrt and Vickers 2006). The mean

depth is commonly less than 150 m. This implies that in

standard resolution models only 1–4 levels are located

within the PBL. This fact calls into question the validity of

basic assumptions behind the scheme given by Eqs. (1)–(5).

Equation (1) assumes that the evolution of the mean

quantities can be computed accurately with vertical

derivatives of the turbulent fluxes at the coarse mesh res-

olution. We can estimate the accuracy through a priori

testing—a method widely used in computational fluid

dynamics (e.g. Brandt 2006). The method uses exact fluxes

or exact profiles of wind speed and temperature as a first-

step procedure to analyse the model errors. Firstly we

consider errors due to the finite-difference scheme applied

to strongly curved flux profiles within the PBL. Analysis

of turbulence data and large-eddy simulation modelling

(Zilitinkevich and Esau 2005) suggests universal analytical

dependencies for momentum and heat for a shear-driven

PBL. These are:

Fw

Fws
¼ exp cw z=Hð Þ2

� �
ð6Þ

where cwis a non-dimensional constant, which is –8/3 for

momentum and –2 for heat fluxes, Fws is the surface flux,

and H is the boundary layer height. Equation (6) can be

differentiated both analytically and numerically, and the

ratio between the two values gives an estimate of the error

in the term qw/qt due to the implementation of the

numerical scheme at a given resolution. Figure 1 shows the

tendencies, H FTsð Þ�1
oT=ot ¼ � FTsð Þ�1

oFT=oz ¼ �2cT

H�2z FT=FTs; for different meshes for a case when the

heat flux is accurately known. When the heat flux is

approximated with the 31L resolution, the differentia-

tion errors lead to additional heating at the surface as well

as too weak temperature changes in the PBL interior. The

differentiation of the coarsely approximated fluxes may

thus result in a warm surface bias in the model. The

bias is clearly reduced with the refinement of the verti-

cal resolution as shown by the results from the 90L

configuration.

A more comprehensive test is based on accurate wind

speed and temperature profiles from a high-resolution

690 Ø. Byrkjedal et al.: Sensitivity of simulated wintertime Arctic atmosphere

123



turbulence—resolving model—LESNIC (Esau 2004).

LESNIC employs periodic lateral boundary conditions with

turbulent flux of potential temperature at the surface. The

LES runs were initiated from perturbed laminar flow. We

include here the LES runs that are typical for Arctic con-

ditions. Figure 2 shows profiles for 31L, 90L

approximations and LESNIC using a 1283 mesh with a

uniform vertical resolution of 4.7 m. Despite of the quite

reasonably approximated wind and temperature profiles for

both 31L and 90L, the gradient Richardson numbers

computed from the approximations differ considerably

from the LESNIC. This difference results in large errors in

H for the 31L run. H is found to be 248 m using LESNIC,

while it is 500 and 250 m in the 31L and 90L runs,

respectively.

Figure 3 shows the normalized heat fluxes and the

temperature tendencies for the turbulence schemes for 31L

and 90L, LESNIC and the analytical curve described by

Eq. (6). The LESNIC run presented here indicates that the

imposed strong stability, a typical feature of the high-lati-

tude atmosphere, can induce downward heat fluxes at the

PBL top that are as strong as the radiative cooling at the

surface. The analytical curve (Eq. 6) represents the best fit

of the mean LES data for the entire range of the governing

parameters. For the case presented here the turbulence-

resolving model agrees with the universal curve (Eq. 6)

only within the lower part of the PBL. One should expect

that the turbulence schemes would be closer to the uni-

versal curve than to the full—physics turbulence—

resolving simulations. Obviously this is not the case. The

heat flux in the 31L approximation is about 3 times larger

than in the LESNIC and mixes over a much thicker layer.

The surface flux computed from the LESNIC surface

temperature is inconsistent with the flux in the PBL inte-

rior. To achieve consistency between the fluxes, the surface

temperature needs to be increased. Based on this incon-

sistency we would expect to find a warm surface bias in the

ARPEGE climatology. It is thus not surprising that the

ARCMIP intercomparison experiment (Tjernstrom et al.

2005) indicated no correlation between the observed and

modelled surface turbulent fluxes. The unrealistically thick

PBL should also exhibit less temperature variability, as it

mixes a larger volume of air. This is in line with the weak

model variability found in Beesley et al. (2000) in their

comparison with in situ data from SHEBA. The represen-

tation of the heat flux in the 90L approximation is

substantially improved in the lowest part of the PBL where

the resolution is the finest. The errors in the flux and

temperature tendencies increase considerably in the upper

part of the PBL where the resolution deteriorates. How-

ever, at the PBL top, the stability is equally important for

the correct description of the vertical turbulent mixing (see

considerations of the imposed stability parameter in Zilit-

inkevich and Esau 2003, 2005), but neither the imposed

stability parameter accounted for in the existing turbulence

schemes nor the model resolution has been refined suffi-

ciently to minimize this physical drawback of the schemes.

But as seen from Fig. 2b, the stability increases in the

capping inversion. The turbulence at the PBL top is rela-

tively weak, so the overall error is smaller near the PBL top
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than near the surface. The surface and PBL fluxes are

almost consistent in the 90L approximation, suggesting that

10 m vertical resolution seems to be adequate for the most

typical Arctic PBLs. However, the inconsistency in the

upper PBL will still involve excessive downward heat

transport from the free (potentially warmer) atmosphere

providing a small warm bias in the 90L experiment. Note

as well that diffusion schemes commonly show exagge-

rated fluxes combined with a too-deep PBL (Cuxart et al.

2006). Cuxart et al. (2006) also indicate that even if the

resolution is as fine as 6 m, the current turbulence schemes

still make the largest errors at the PBL top.

4 Climatology

4.1 Description of the ERA-40 reanalysis data

In this study we have chosen to use the ERA-40 (Uppala

et al. 2005) reanalysis data as a basis for the model

validations and comparison. In many respects ERA-40

constitutes an improvement compared to earlier reanalysis

products. The data we use are for the period January

1979–December 1997. The reliability of the ERA-40

reanalysis data is the highest after 1979 due to improve-

ments in the observational systems (Onogi 2000). The

ERA-40 reanalysis model is run with a total of 60 vertical

levels of which approximately 12 are below the 850 hPa

height.

Both the ARPEGE/IFS and the ECMWF (ERA-40)

models define the PBL depth, H, following Troen and

Mahrt (1986) (Sect. 2.1). This definition has been proved

to be reasonable for the PBL developing against the free

atmospheric temperature inversion as is the case in the

Arctic. Intercomparison between lidar inspace technology

experiment (LITE) measurements and ECMWF model

results (Randall et al. 1998) suggests that the ERA-40 data

overestimate the PBL depth over oceans but give reason-

able agreement with the depth over land. The scatter is

large however, since the diagnostic scheme in the model

does not account for a number of advection and evolution

effects. On basis of this intercomparison, one can expect

that the typical PBL depth in the Arctic could be slightly

overestimated in ERA-40. Fig. 4 shows the median win-

tertime (DJF) PBL depth, H, from the ERA-40 reanalysis.

The median value of H reaches the smallest values over the

cold Arctic land areas. The median depth of the PBL over

the Arctic Ocean is typically less than 150 m. The 200 m

constraint on H, as included for the 31L simulation is thus

inappropriate for the Arctic PBL.

During the dark Arctic winter months, the surface

temperature is highly sensitive to changes in the long-wave

radiation. Clouds are important in this connection. The

cloud radiative forcing is positive through the Arctic win-

ter. The cloud fields in the ERA-40 reanalysis are shown to

have considerable biases compared to observations

(Bromwich et al. 2002). However a lack of basin - wide

observations of clouds over the Arctic Ocean adds
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uncertainty to the measured cloud fields as well (e.g., Key

et al. 2004). Morcrette (2002) has found the surface clear-

sky fluxes in the ERA-40 to be reasonable in comparison

with surface measurements. In this paper we focus on the

clear sky fluxes rather than the actual fluxes due the biases

in the ERA-40 cloud fields.

The severe cold bias in the ERA-15 surface and near-

surface temperatures during winter and spring over north-

ern Eurasia and America has been corrected in ERA-40. In

some areas a smaller warm bias has, however, been noted

in the ERA-40 analyses, especially during springtime (e.g.,

Hagemann et al. 2005). A concern in the ERA-40 reanal-

ysis is a cold bias in the lower troposphere (below about

500 hPa) over the ice-covered Arctic Ocean. A cold bias in

the lower troposphere in addition to a smaller warm bias at

the surface represents, on average, too-weak temperature

inversions and too-low static stability in the ERA-40

reanalysis. This was confirmed by Liu and Key (2003),

who found that the temperature inversions in the reanalysis

data were too weak compared to the moderate resolution

imaging spectrometer (MODIS) satellite data. This prob-

lem can largely be related to the low vertical resolution in

the model. It would also be desirable for the ECMWF

model to increase its resolution in the lower troposphere, in

order to better describe the vertical exchange processes as

discussed in Sect. 3. Nevertheless, compared to other

alternatives, ERA-40 constitutes the best dataset with

which to validate our model results.

4.2 Model climatology

Figure 5 shows the median PBL height in the model

experiments, without applying the constraint of

H ‡ 200 m. The PBL in the 31L simulation is considerably
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Fig. 4 Median PBL height for ERA-40 for December–February in

the period 1979–1997. Contours are drawn every 25 m for values in

the range 0–300 m. For values larger than 400 m the contour spacing
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a) b)Fig. 3 Computed normalized

temperature fluxes (a) and

normalized temperature

tendencies (b). The solid curves
are for the data from the

turbulence-resolving model

LESNIC where the PBL depth,

H, was 248 m; squares, the 31L

approximation; circles, 90L

approximation. The

computation of the surface

temperature was parameterized

in the LESNIC since the model

uses the surface fluxes as

boundary conditions. Hence

application of the ARPEGE

bulk approximation in the

surface layer result in similar

surface heat fluxes in all three

models. Eq. (6) is plotted as a

dashed curve in a
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deeper than in the ERA-40 reanalysis over the Arctic

Ocean with a median depth north of 80�N of 177 m. The

90L run is in this respect a clear improvement: the median

PBL height is reduced to 141 m compared to 136 m for the

ERA-40 climatology.

The 90L run shows an increase in static stability. The

turbulent mixing is in this case restricted to a considerably

shallower layer, which allows formation of radiation

inversions at lower levels. This is a desired modification as

indicated by Cuxart et al. (2006). The average temperature

difference through the inversion layer increases from 4 K

to 6 K when the vertical resolution is increased in the

model. The improved representation is demonstrated in

Fig. 6. This shows the average wintertime (DJF) vertical

temperature profile north of 80�N. Clearly a tropospheric

cold bias of –1.5 K is evident in the simulations. This can

be attributed to differences in the large-scale circulation

patterns in the model and/or problems related to the radi-

ation parameterization schemes that are beyond the scope

of this paper. The average SAT north of 80�N is similar in

31L and in the reanalysis; a shift toward lower SAT is

evident for 90L. However, Fig. 6 represents a spatial

average which incorporates areas of compensating positive

and negative biases for the SAT. The important feature that

relates to the vertical exchange processes is the shape of the

profile. The improvement in the 90L simulation compared

to 31L is evident in this respect.

The surface temperature bias over the Arctic Ocean is

reduced in accordance with the reduced PBL heat fluxes in

90L (Fig. 7). The overall negative biases over high latitude

land areas are most likely connected to differences in the

lateral energy transports and large-scale circulation
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Fig. 5 Median PBL height for 31L (a), 90L (b). Contours are drawn every 25 m for values in the range 0–300 m. For values larger than 400 m

the contour spacing is 200 m. c Shows the difference in median PBL height (90L-31L). The contour interval is 20 m
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between the model and reanalysis (e.g. Walsh et al. 2002).

For instance the positive trend in the NAO seen in the

observations in the 1980s and 1990s (e.g. Hurrell 1995) is

not reproduced in the model simulations.

Table 1 presents the mean sensible heat flux and net

clear-sky radiative flux at the surface for the model simu-

lations and for the ERA-40 reanalysis. The 31L simulation

underestimates the turbulent energy transfer from the

atmosphere to the surface compared to the ERA-40 data,

while the sensible heat fluxes in 90L become too large in

the 60�–80�N latitude bands. However, large areas of high

baroclinicity are found along the ice edge at these latitudes.

In these areas, larger-scale dynamic-exchange processes

take place as well, which will not be discussed here. The

model simulations show in general larger radiative heat

loss than the reanalysis. The 90L simulation shows a

considerable improvement compared to 31L in represent-

ing the net clear sky radiative balance north of 60�N as

shown in Table 1.

In the cold wintertime Arctic atmosphere, the maxi-

mum long-wave radiation is shifted to the so-called

‘‘dirty’’ window between 18 and 25 lm, where specific

humidity determines opacity of the atmosphere. Thus, the

radiative cooling rate becomes sensitive to the accuracy

of the temperature and humidity simulated in the lower

troposphere. Moreover, the relative humidity and thereby

cloudiness are sensitive to the inversion temperature as

the low-level clouds tend to form within the inversion

layer.

We generally see a reduction of moisture in the PBL

when the vertical resolution is increased, this also affects

low-level cloudiness in the model. This feature is in

agreement with the effect of reduced vertical turbulent

mixing. The cloud cover north of 80�N for the two simu-

lations and for the reanalysis is presented in Table 2 for

low and total cloud cover amounts during the winter

months. For comparison, estimated total cloud cover from

surface based observations (Arctic Climatology Project

2000) and satellite measurements from the international

satellite cloud climatology project (ISCCP) (Rossow and

Schiffer 1999) and TIROS operational vertical sounder

(TOVS) (Francis and Schweiger 1999) are shown. In the

90L simulation, the average total cloud cover is reduced by

10% compared to 31L. The Arctic cloud cover is systema-

tically shifted to lower values for all months of the year. A

large reduction is found for the low-cloud-cover field,

consistent with the reduction of relative humidity in the

boundary layer. Both model simulations produce less cloud

cover than the ERA-40 over the Arctic Ocean. The

reanalysis however reports more clouds than suggested by

the observational estimates.

The problems related to the biases in cloud cover in the

Arctic are complicated by the different parameterizations

used for clouds, radiation and for turbulence diffusion.

Moreover, to keep the models on track, a number of tuning

parameters have been introduced. The parameters from the

different schemes interact. A comprehensive re-tuning

would thus be required to gain an improved physical rep-

resentation for all these parameterization schemes.

The response in the cloud cover fields illustrates a

substantial sensitivity in the cloud schemes to the vertical

resolution. Such a high sensitivity to the vertical resolution

has also been found by Lane et al. (2000) using a single

column model.
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5 Physical characteristics

Zilitinkevich and Esau (2003) provided a quite robust

analytical dependence between the PBL depth and the

external governing parameters like the friction velocity,

surface sensible-heat flux and the free-atmosphere stratifi-

cation. Furthermore, Zilitinkevich and Esau (2005)

developed analytical formulations for the resistance laws.

The above works demonstrated that properties of the Arctic

PBL are different in weak-wind and strong-wind regimes,

as well as for weak and strong atmospheric inversions.

The relation between surface winds and surface air

temperature for the model simulations and ERA-40 is

demonstrated in Fig. 8. The slope of the curve in Fig. 8d

a)

-15

-10

-5

0

5

b)

c)

Fig. 7 Bias in surface air temperature (K) in 31L (a) and 90L (b)

compared to ERA-40. The biases shown are significantly different

from zero at the 5% level. The difference 90L – 31L is shown in c.

Contours are drawn every 1 K. The data are for December–February

in the period 1979–1997

Table 1 Averages of sensible heat flux (SH) and net clear sky

radiative heat flux (net R) at the surface for ERA-40, 31L and 90L for

different latitude bands

Latitudes (�N) ERA40 (W m–2) 31L (Wm–2) 90L (Wm–2)

SH 80–90 11.2 6.0 10.6

70–90 5.3 2.1 7.6

60–90 5.8 1.2 7.4

Net R 80–90 –64.2 –74.9 –69.0

70–90 –67.3 –74.5 –69.8

60–90 –66.6 –71.5 –67.6

The data are averages for December–February in the period 1979–

1997
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denotes the relation between SAT and surface wind speed.

Typically, light surface winds correlate to low SAT, while

stronger winds are related to enhanced vertical mixing and

thus larger turbulent heat fluxes and higher SAT. The

stronger winds tend to mix warmer air from higher up in

the inversion down to the surface. The two model runs and

the reanalysis data follow different characteristics. In the

light wind regime (0–6 m/s) there is a considerable scatter

between the simulations and the reanalysis. The reanalysis

data for light winds are generally associated with lower

SAT than what is the case for the model simulations. The

90L simulation is in this regard more similar to ERA-40

than the 31L simulation.

The overall SAT sensitivity to changes in the wind

speed is generally higher for the reanalysis data than for the

model simulations. For winds stronger than 3 m/s, the

ERA-40 SAT is clearly related to wind speed. For light

winds below 3 m/s ERA-40, SAT shows small or no
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Fig. 8 Relation between surface winds (10 m) and surface (2 m) air

temperature. a–c Show the density of surface temperature divided in

bins of surface winds (grey scatter). This represents the spread around

the mean for each value of surface wind. Dark shading represents

high density. The black curve represents the distribution of wind

speed. The distribution is for a ERA-40, b 31L, and c 90L. SAT (�C)

is on the left vertical axis, surface wind speed (m/s) on the horizontal

axis, p value for wind speed distribution on the right vertical axis.

d Shows the relation between wind and average SAT for ERA-40,

31L and 90L. The data are for December–February in the period

1979–1997

Table 2 Total and low wintertime cloud cover averaged over the

Arctic Ocean for ERA-40, 31L and 90L

ERA40 31L 90L EWG ISCCP-D2 TOVS

Total cloud cover 79.4 69.8 59.0 56.3 71.8 69.6

Low cloud cover 66.0 58.8 52.7 16.5 5.5 –

Data from surface based observations (EWG) and satellite-based

observations (ISCCP-D2 and TOVS) are also presented. The units are

in percentage
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sensitivity to the surface winds. The light winds (less than

3 m/s) are associated with only weak turbulence, which

might be too weak to penetrate the capping inversion to

bring warmer air down to the surface.

The 90L simulation maintains a low sensitivity for light

winds. The sensitivity gradually increases with increasing

wind speed. For winds stronger than 5 m/s, 90L shows a

relation between SAT and wind speed which is similar to

the reanalysis.

The relation between wind speed and SAT is somewhat

different for the 31L simulation. The 31L simulation shows

a strong relation between SAT and wind speed in the lower

part of the range (below 3 m/s). This relation is less clear

for winds stronger than 6 m/s. This illustrates that for 31L,

even winds in the lower range seems to easily penetrate the

capping inversion and mix warmer air down to the surface.

This is in line with the notion of too-large vertical mixing

in the lower troposphere in 31L. For winds in the range

0–6 m/s, the average temperature simulated for 31L are

systematically 3–4�C higher than for ERA-40.

For wind speeds above 12 m/s, ERA-40 shows gener-

ally the same relation between surface winds and SAT as

for more moderate wind speeds. The 90L and 31L sim-

ulations generally predict weaker surface winds than

ERA-40, and show considerable scatter in this part of the

range. Strong surface winds are related to deeper

boundary layers (Eq. 4). For deeper boundary layers, we

expect to see less improvement in the simulations because

the PBL in general will be resolved by several model

levels also in 31L.

Figure 9 shows the relation between the vertical gradi-

ent in potential temperature in the 850–700 hPa layer

dh=dz ¼ h700 � h850ð Þ= z700 � z850ð Þð Þ and SAT. In the

simulations and ERA-40 data, SAT generally decreases
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Fig. 9 Relation between surface (2 m) air temperature and vertical

temperature gradient in the 700–850 hPa layer. a–c Show the density

of qh/qz divided in bins of SAT (grey scatter). This represents the

spread around the mean for each value of SAT. Dark shading
represents high density. The black curve represents the distribution of

SAT. The distribution is for a ERA-40, b 31L, and c 90L. qh/qz (K/m)

is on the left vertical axis, SAT (�C) on the horizontal axis, p value for

the SAT distribution on the right vertical axis. d Shows the relation

between SAT and average qh/qz for ERA-40, 31L and 90L. The data

are for December–February in the period 1979–1997
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with increasing stratification in the free atmosphere. Simu-

lated SATs, in particular 90L, are more strongly correlated

to dh/dz than are the reanalysis data. Both simulations show

a strong relation for SAT in the range –40�C to –15�C. The

majority of simulated data falls within this range, illus-

trating that the free atmosphere stability relates quite

strongly to the simulated SAT.

In comparison with ERA-40 the physical mechanisms

that govern the vertical exchange processes in stable PBLs,

are represented more accurately in 90L than in the 31L

simulation. This is demonstrated in Fig. 6. Figure 10

shows the dependence of the temperature on key governing

parameters in a panel plot for 4 regimes. The regimes are

determined as quartiles in the overall wind and stability

distribution functions north of 80�N in 90L, 31L and ERA-

40. The 90L simulation shows an overall improvement for

all the four regimes in comparison with 31L.

6 Discussion

Surface wind speeds are generally too low in the model

(31L), the average wind speed being 4.6 m/s in the area

north of 70�N, compared to ERA-40 data which have an

average wind speed of 5.9 m/s. The biases in the surface

winds are related to even larger biases in the momentum

fields above the boundary layer at 850 and 700 hPa levels.

The biases in the wind fields in the control simulation

(31L) might be related to biases in the general large-scale

circulation patterns in the model and will not be discussed

in more detail here.

The surface winds in 90L are reduced in comparison to

31L. This may be related to the stronger stratification in the

boundary layer in this simulation. The entrainment of

momentum from the free atmosphere down to the surface is

reduced. The negative bias in the surface wind speeds

increases from 1.3 m/s in 31L to 2.2 m/s in 90L. The biases

at 850 hPa level are –2.4 m/s for 31L and –2.9 m/s for

90L. This is in accordance with the Prandtl relation

employed in the model parameterisation: a reduction in the

vertical momentum flux will follow the reduction in the

vertical heat flux. Cuxart et al. (2006) evaluated several

parameterizations of the stable boundary-layer exchange

processes and found that the vertical fluxes of heat and

momentum were generally overestimated compared to LES

data in most of the parameterizations employed in the

large-scale climate models. Although the bias in the sur-

face wind increases in 90L, the reduction of the vertical

momentum flux should constitute an improved represen-

tation of stable boundary-layer exchange processes.

7 Conclusions

Surface–atmosphere exchange in the wintertime Arctic is

inhibited by strong stratification in the shallow boundary

layer capped by a temperature inversion. This boundary

layer cannot be properly resolved by the vertical resolu-

tion in the standard version of the ARPEGE/IFS climate

model. This is also the situation for the majority of the

IPCC climate models. For a coarse vertical mesh (the 31L

run with 31 model levels) the vertical diffusion

-30 -25 -20 -15
0

500

1000

1500

2000

2500

3000
Mean profile weak winds north of 80N

-30 -25 -20 -15
0

500

1000

1500

2000

2500

3000
Mean profile strong winds north of 80N

-30 -25 -20 -15
0

500

1000

1500

2000

2500

3000
Mean profile weak stability north of 80N

-30 -25 -20 -15
0

500

1000

1500

2000

2500

3000
Mean profile strong stability north of 80N

ERA40
90L
31L

ERA40
90L
31L

90L
31L

ERA40
90L
31L

H
ei

gh
t[

m
]

H
ei

gh
t[

m
]

H
ei

gh
t[

m
]

H
ei

gh
t [

m
]

T [°C] T [°C]

T [°C] T [°C]

ERA40
90L
31L

a) b)

c) d)

Fig. 10 Same as Fig. 6, but for

4 different cases separated by

upper and lower quartiles of key

governing parameters. The

separation is based on surface

wind speed and average vertical

gradient in potential

temperature in the 700–850 hPa

layer (qh/qz). The average

temperature profiles are plotted

for the cases with a the 25%

weakest surface winds, b the

25% strongest surface winds, c
the 25% weakest temperature

gradients and d the 25%

strongest temperature gradients
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parameterizations are shown to be inaccurate. For the first

order closure scheme the main assumption is that the

vertical fluxes in stably stratified boundary layers are

determined by the vertical temperature and momentum

gradients. Due to the strongly curved profile in the Arctic

stable boundary layer, the poor resolution leads to inaccu-

rate fluxes and gradients. The eddy-viscosity schemes

commonly applied in the GCMs are related to excessive-

turbulent heat fluxes in the Arctic stable boundary layer.

To study the effect of the parameterization failure, we

performed simulations with a fine mesh (90L with 90

vertical levels). The vertical mesh for the high-resolution

run was chosen in accordance with quality criteria based

on data from large eddy simulations.

Comparison of the two simulations with ERA-40

reanalysis during wintertime in the Arctic revealed a high

sensitivity to the mesh refinement. By utilizing a high

vertical resolution we achieved a better simulation of

physical processes in the boundary layer. The depth of the

PBL simulated with 90L was in better accordance with data

from ERA-40, whereas the PBL of 31L in general was too

deep. The turbulent fluxes of both heat and momentum

were reduced accordingly in the high resolution run.

Furthermore, the inversion and low surface temperatures

were improved compared to the 31L simulation. A warm

bias was evident over the Arctic Ocean in 31L. This bias

was significantly reduced in 90L. Surface fluxes and the

radiation balance were also improved in 90L. The SAT

sensitivity to changes in surface winds increased in 90L

and became more similar to the relation found from ERA-

40 reanalysis data.

For the surface wind field, we found a negative bias in

the 31L simulation, the reduction of the vertical momen-

tum flux in 90L further amplified this bias. The bias in the

surface wind field is related to larger differences in the

momentum fields in the free atmosphere. A more com-

prehensive study of the sensitivity in the large-scale

circulation patterns will be required to give an explanation

of these biases.

In this paper we have not considered changes in the

large-scale circulation patterns, although one would expect

an improved representation of the stable boundary layer to

be linked to an overall improvement in simulating the

large-scale climate as well. However, such an improvement

might be veiled by the natural variability, feedback effects

in the climate system or the interaction between the dif-

ferent parameterization schemes.

The computational cost to run the model with such a

high vertical resolution (90L) has been approximately 6

times larger than for the traditional 31L simulation.

Therefore, the large increase in the computational costs at

this point does not support running the model with 90L in

future GCM simulations. Nevertheless, this study

demonstrates the potential for improving the parameteri-

zation of the stable PBL. Whether a more moderate choice

of vertical resolution in the PBL also would give beneficial

effects on simulations of the stable boundary layer is a

question for further research.
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