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Abstract 25 

Eddying global ocean models are now routinely used for ocean prediction and the value-added of 26 

a better representation of the observed ocean variability and western boundary currents at that 27 

resolution is currently being evaluated in climate models. In this overview article, we first provide 28 

a brief summary of the impact on ocean model biases of resolving eddies in several global ocean-29 

sea ice numerical simulations. We then show in a series of North and Equatorial Atlantic 30 

configurations that an increase of the horizontal resolution from eddy-resolving to submesoscale-31 

enabled together with the inclusion of high-resolution bathymetry and tides significantly improve 32 

the models’ ability to represent the observed ocean variability and western boundary currents. 33 

However, the computational cost of these simulations is extremely large and, for these simulations 34 

to become routine, close collaborations with computer scientists are essential to ensure that 35 

numerical codes can take full advantage of the latest computing architecture.   36 



3 
 

1. Introduction 37 

In the late 90s, Paiva et al. (1999) and Smith et al. (2000) showed that a minimum resolution 38 

of 1/10° was required for a reasonable representation of mid-latitudes western boundary currents 39 

and associated eddies. It is, however, generally recognized that 1/10° is not sufficient to resolve 40 

the Rossby radius of deformation everywhere (Hallberg, 2013) and, consequently, does not allow 41 

for a proper representation of baroclinic instability and associated eddies throughout the domain. 42 

This class of models, which used to be referred to as eddy-resolving, is now referred to as eddying 43 

models. Furthermore, a model’s effective resolution, which depends on its inherent numerical 44 

dissipation, is on the order of 6Δx (Soufflet et al., 2016). In order to be truly eddy-resolving 45 

everywhere, the horizontal resolution of an ocean model therefore needs to be on the order of a 46 

few kilometers. When the grid spacing becomes of O(1) km, submesoscale motions of O(10) km 47 

are resolved at mid-latitudes. However, because of the computing cost at that resolution, only a 48 

few modeling studies have investigated the impact of these resolved submesoscale features on the 49 

large scale oceanic circulation (Hurlburt and Hogan, 2000; Levy et al., 2010; Chassignet and Xu, 50 

2017). Submesoscale physics plays a significant role in the vertical fluxes of mass, buoyancy, and 51 

tracers (Thomas et al., 2008; Capet et al., 2008; Fox-Kemper et al., 2008; Klein et al., 2011; Roullet 52 

et al., 2012; Capet et al., 2016) and Chassignet and Xu (2017) argues that the next threshold for a 53 

significant improvement in western boundary currents representation (i.e., the Gulf Stream in their 54 

paper) is an increase in the horizontal resolution from an eddying 1/10° to a submesoscale-enabled 55 

1/50° grid spacing. They showed that, as the resolution is increased to 1/50° (~ 1.5 km at mid-56 

latitudes) from 1/12°, the representation of Gulf Stream penetration and associated recirculating 57 

gyres in their model shifts from unrealistic to realistic and the penetration of EKE into the deep 58 

ocean is drastically different and more closely resembles observations. In this overview paper on 59 
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high-resolution large scale ocean modeling, after some background statements (section 2), we first 60 

discuss the impact of eddies in global ocean-sea ice numerical simulations by summarizing the 61 

comparison of coarse (~1º) and eddying (~0.1º) experiments performed by Chassignet et al. 62 

(2020a), all forced with the same atmospheric dataset (section 3). We then describe in section 4 63 

the impact of further increasing the horizontal resolution and resolving submesoscale features in a 64 

series of North Atlantic regional configurations performed with the HYbrid Coordinate Ocean 65 

Model (Bleck, 2002; Chassignet et al., 2003). We end in section 5 with an outlook to future 66 

developments of high-resolution ocean modeling.  67 

2. Background 68 

As stated by Le Sommer et al. (2018), there is a wide range of uses and applications of ocean 69 

circulation models. Ocean circulation models are first and foremost used in idealized and realistic 70 

configurations to test hypotheses for any mechanisms underlying oceanic observations. When 71 

coupled to other components of the earth system (i.e., atmosphere, land, ice, etc.), they can be used 72 

to look at phenomena on seasonal to decadal time scales or to determine scenarios for the earth’s 73 

climate arising from changes in anthropogenic forcing. However, numerical models are only an 74 

approximation of reality since current computational power is not sufficient to model the ocean 75 

everywhere down to the turbulent scale, i.e. the Kolmogorov length scale, which is on O(1) cm 76 

(Smyth et al., 2001). Simulations that resolve turbulence are called Direct Numerical Simulations 77 

(DNS) and can only be integrated on scales of the order of tens of meters (Yeung et al., 2015). We 78 

therefore have to rely on a discretized version of the Navier-Stokes equations with a 79 

parameterization of the unresolved subgrid scale processes. There is a wide range of subgrid scale 80 

processes and they all need to fully understood in order to build a numerical model capable of 81 
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accurately simulate the ocean circulation. There are also limitations on how the ocean model 82 

interacts with other components of the climate system such as the atmosphere and sea ice.      83 

The spatial and temporal scales that one can currently model therefore depends on the 84 

application. On global and basin scales, high horizontal resolution (usually 1/10° to 1/25°, and 85 

rarely 1/50°) is mostly used in short integrations (years to decades) with an emphasis on oceanic 86 

variability and an accurate depiction of meandering fronts and eddies. Short-term operational 87 

oceanography ocean forecasts (see Chassignet et al., 2018, for a review) more often than not use 88 

models that are forced with prescribed atmospheric fields. Seasonal to interannual forecasts, on 89 

the other hand, require longer integrations and coupling of the ocean model to an active atmosphere 90 

and sea ice in order to represent the variability resulting from large scale air-sea interactions. 91 

Coarser resolution (1/4° to 1°) is mostly used in long integrations of fully coupled ocean-sea ice-92 

atmosphere models for climate applications (Griffies et al., 2000). 93 

3. Global configuration 94 

In theory, high-resolution simulations should provide results that are in better agreement with 95 

observations than low-resolution ones since truncations errors are reduced (Fox-Kemper et al., 96 

2019). Over the past decade, access to high performance computing has made eddying resolution 97 

(i.e., ~1/10°) in ocean-sea ice models routinely possible over most of the earth, therefore allowing 98 

for a better representation of western boundary currents and associated variability. There are a few 99 

global models that have been run at higher resolution, but only for a few years, i.e. at 1/25° 100 

(Thoppil et al., 2011; Chassignet et al., 2014; Arbic et al., 2018) mostly in the context of ocean 101 

prediction, or more recently, at 1/48° (Torres et al., 2018; Qiu et al., 2018, 2020) for the study of 102 

unbalanced motions. The question then arises as to what extent the spatial resolution of the ocean 103 

model impacts climate model simulations over centennial to millennial time scales. Chassignet et 104 
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al. (2020a) made a first attempt to answer this question by assessing the improvements resulting 105 

from an increase in horizontal resolution from coarse (~1º) to eddying (~0.1º) in a suite of four 106 

numerical models1 all forced by the same atmospheric forcing dataset (JRA55-do; Tsujino et al., 107 

2018). Parameters in the high-resolution simulations were chosen to be similar to that of their low-108 

resolution counterparts to isolate the impact of the increase in resolution (see Chassignet et al. 109 

(2020a) for details). In the remainder of this section, we summarize the salient points of Chassignet 110 

et al. (2020a).  111 

Overall, the broad patterns of the large scale circulation are well simulated in all experiments. 112 

When the resolution is increased, the representation of the western boundary currents (Gulf Stream 113 

and Kuroshio) is significantly improved and eddies form throughout the global domain via 114 

baroclinic instabilities since the grid spacing resolves the Rossby radius of deformation almost 115 

everywhere. A well-known feature present in many coarse resolution ocean models is an 116 

overshooting Gulf Stream and a zonal North Atlantic Current (NAC) at the Northwest Corner. 117 

This is indeed the case in three out of the four models (Figure 1) where the modeled NAC is mostly 118 

zonal and does not turn north-northeastward along the continental rise of the Grand Banks past the 119 

                                                 
1 The four models that participated in the comparison are: the HYbrid Coordinate Ocean Model 

(HYCOM) (Bleck, 2002; Chassignet et al., 2003), the ocean (POP) and sea-ice components of the 

Community Earth System Model version 2 (CESM2; Danabasoglu et al. 2020), the ocean-sea ice 

component (FESOM) of the coupled Alfred Wegener Institute Climate Model (AWI-CM, 

Sidorenko et al., 2015, 2018; Rackow et al., 2018, 2019; Sein et al., 2018), and the LASG/IAP 

Climate system Ocean Model (LICOM) (Zhang and Liang,1989; Liu et al., 2004, 2012; Yu et al., 

2018; Lin et al., 2020). 
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Flemish Cap (see Rossby (1996) for a review). This introduces a systematic heat flux bias in 120 

climate models, but one that cannot necessarily being taken care by an increase in horizontal 121 

resolution. An increase in the horizontal resolution does improve the Gulf Stream separation (see 122 

Chassignet and Marshall (2008) and Chassignet and Xu (2017) for a review) in all models, but not 123 

the North Atlantic current pathway at Northwest Corner. Only one model (HYCOM) is able to 124 

have a good representation of the Northwest Corner circulation; the North Atlantic current remains 125 

quite zonal in the other three models as the resolution is increased (Figure 1).  Since the same 126 

atmospheric forcing dataset is used in all models, this seems to indicate that these differences 127 

between the models may be due to choices in model numerics, subgrid scale parameterizations, 128 

and/or sea ice representation.  129 

As one would expect, the high-resolution experiments have much higher total kinetic energy 130 

than the low-resolution experiments (Chassignet et al., 2020a,b). In the high-resolution 131 

experiments, the range in globally averaged kinetic energy is between ~35 10-4 m2/s2 (HYCOM) 132 

and ~15 10-4 m2/s2 (LICOM). The fact that the kinetic energy is much higher in HYCOM may be 133 

due to the use of an absolute wind stress formulation in which the ocean current velocities are not 134 

taken into account. The other three models use relative winds in the wind stress formulation, which 135 

has an eddy killing effect (see Renault et al. (2020) for a review) and can reduce the total kinetic 136 

energy by as much as 30%. The total kinetic energy in these high-resolution models is however 137 

still substantially lower than what can be estimated using observations and models (~50 10-4 m2/s2) 138 

(Chassignet and Xu, 2017). The total kinetic energy increases by a factor of 3 to 4 when the 139 

resolution is increased in the models, except for the variable grid spacing FESOM which does not 140 

resolve the Rossby radius of deformation uniformly and shows an increase of a factor of 2 only. 141 
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 142 

Figure 1: Mean sea surface height (SSH, in m) fields for observations (Rio et al., 2014) (top panel), 143 

high-resolution experiments (middle panel), and low-resolution experiments (lower panel). From 144 

Chassignet et al. (2020b).  145 

Associated with the higher kinetic energy is a substantial increase in SSH variability in the 146 

high-resolution experiments. This variability is much closer to what can be observed from 147 

altimetry (Figure 2, top right panel). It is, however still lower than observed, especially in the three 148 

experiments that use relative winds (POP, FESOM, and LICOM). There are many reasons why 149 

once should take into account the vertical shear between atmospheric winds and ocean currents 150 

when computing the wind stress: first and foremost, it is more physical, but it also allows for a 151 

better representation of western boundary current systems (Ma et al., 2016). This is especially true 152 

for the Agulhas Current retroflection and associated eddies (Renault et al., 2017).  When using 153 

absolute winds as in HYCOM, the Agulhas eddies shed too regularly from the Agulhas Current 154 

and follow the same pathway across the South Atlantic. This is alleviated in the three simulations 155 
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with relative winds which have an Agulhas eddies pathway closer to what is observed and where 156 

the location of the Agulhas retroflection and eddy formation is more realistic.   157 

From a climate perspective, one is especially interested in the time evolution of ocean heat 158 

content, sea level, and sea ice. The high-resolution models have a tendency to warm up more 159 

rapidly at depths below 700 m than the coarse-resolution models. Griffies et al. (2015) did find 160 

that vertical heat transport differ if the eddies are parameterized (coarse-resolution) or resolved 161 

(high-resolution) and errors in eddy subgrid scale parameterizations could therefore be responsible 162 

for this tendency.  Overall, despite a significant improvement in the position, strength, and 163 

variability of western boundary currents, equatorial currents, and the Antarctic Circumpolar 164 

Current, there is no consistent improvement in temperature and salinity drift among the models 165 

when the horizontal resolution is increased. Some regions even display increased biases (see 166 

Chassignet et al. (2020a) for details). In summary, an increase in horizontal resolution does not 167 

always deliver clear bias improvement everywhere for all models.  168 
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 169 

Figure 2: Top panel: Mean 1993-2018 SSH and variance AVISO. Middle panel: Difference 170 

between the mean modeled SSH and AVISO SSH. Bottom panel: Modeled variance derived from 171 

5-day average outputs. The low-resolution LICOM SSH variance was not provided. From 172 

Chassignet et al. (2020a). 173 

4. North and Equatorial Atlantic configuration 174 

A smaller model domain is more computationally affordable and therefore allows more in-175 

depth investigation of the impact of horizontal resolution (e.g., Hurlburt and Hogan, 2000; Levy 176 

et al., 2010; Chassignet and Xu, 2017; Schubert et al., 2019). Chassignet and Xu (2017), in a series 177 

of North and Equatorial Atlantic simulations, showed that, as the resolution is increased to a 178 
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submesoscale-resolving 1/50° (~1.5 km at mid-latitudes) from an eddying 1/12°, the representation 179 

of the Gulf Stream penetration and associated recirculating gyres shifts from unrealistic to realistic 180 

(see legend of Figure 3 for details) and the penetration of EKE into the deep ocean is drastically 181 

improved and more closely resembles observations (see Figures 15-16 in Chassignet and Xu 182 

(2017) for details). They however noted several discrepancies between the high-resolution 1/50° 183 

numerical simulation and observations. The most notables were 1) an area of high surface EKE 184 

and/or SSH RMS wider than observed near the New England seamounts chain (Figure 4a,b) and 185 

2) SSH surface power spectra in the 70-250 km mesoscale range independent of latitude (Figure 186 

8). In the remainder of this section, we will show that the inclusion of high-resolution bathymetry 187 

details and tidal forcing has a strong impact on the modeled fields and significantly improve the 188 

model’s ability to represent the observed ocean variability.   189 

190 
Figure 3. Mean Sea surface height (SSH, in cm) in the Gulf Stream region: (a) 1993-2012 observed 191 

mean from Rio et al. (2014), (b)1/50°, (c) 1/25°, and (d) 1/12° HYCOM (years 16-20). Adapted 192 

from Chassignet and Xu (2017). In the three simulations, the Gulf Stream separates at Cape 193 
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Hatteras, but the extent of its eastward interior penetration varies greatly. At 1/12° (Figure 3c), the 194 

modeled Gulf Stream does not extend far into the interior and the SSH variability (Figure 4c) is 195 

concentrated west of the New England seamounts (60°W). There is no visible improvement when 196 

the resolution is doubled to 1/25° (Figure 3d) simulation – on the contrary, there is an 197 

unrealistically strong recirculating gyre southeast of Cape Hatteras with excessive surface 198 

variability (Figure 4d). On the other hand, when the resolution is increased to 1/50° (Figure 3b), 199 

the Gulf Stream penetration, recirculation gyre, and extension become very realistic and compare 200 

extremely well to the latest mean dynamic topography derived from observations (Rio et al., 2014) 201 

(Figure 3a). 202 

203 
Figure 4. Sea surface height variability (in cm) in the Gulf Stream region, (a) based on AVISO 204 

(1993-2012) and (b-d) the 1/50°, 1/25°, and 1/12° HYCOM simulations, respectively (years 16-205 

20). The model outputs were filtered to be representative of the AVISO gridded outputs by 206 

subsampling of the model outputs to the AVISO 1/4° grid, time averaging the outputs over 10 207 

days, and applying a 150 km band pass filter.  208 

a. Impact of bathymetry 209 
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The fact that the modeled high SSH variability is wider than observed near the New England 210 

seamounts chain in the 1/50° experiment (Figure 4b) suggests that interactions with the topography 211 

may be overemphasized in that specific configuration. In this section, we will show that the 212 

bathymetry has a much more profound impact on the Gulf Stream pathway than one would have 213 

a priori anticipated. In Chassignet and Xu (2017), the goal was to perform a convergence study 214 

where most parameters are not changed as the grid spacing is refined from 1/12° to 1/50° and the 215 

bathymetry used for the 1/50° configuration (hereafter referred to as NEATL) was linearly 216 

interpolated from the coarser 1/12° topography based on the 2’ Naval Research Laboratory (NRL) 217 

digital bathymetry database, which combines the global topography based on satellite altimetry of 218 

Smith and Sandwell (1997) with several high-resolution regional databases. To investigate the 219 

impact of a higher-resolution bathymetry, the last 5 years of NEATL were repeated (hereafter 220 

experiment NEATL-HB) with a new bathymetry derived from the latest 15 arc-seconds GEBCO 221 

2019 bathymetry which contains significantly higher resolution topographic features (Figure 7). 222 

All other parameters are identical to that of NEATL (see Chassignet and Xu (2017) for a detailed 223 

description).  224 

The 5-year mean SSH for NEATL (coarse bathymetry) and NEATL-HB (fine bathymetry) are 225 

shown in Figure 5 together with the latest observational estimate (Rio et al., 2014). Overall, both 226 

agree well with the observed mean (Figure 5a), but there is a significant difference in the Gulf 227 

Stream mean pathway between the two simulations when the Gulf Stream crosses over the New 228 

England seamounts chain (area highlighted in the bottom two panels of Figure 5). The SSH 229 

contours are much closer to each other and the Gulf Stream pathway is tighter in the high-230 

resolution bathymetry experiment NEATL-HB than in the reference experiment NEATL with 231 

coarse linearly interpolated 1/12° bathymetry. The impact of the bathymetry is further illustrated 232 
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by and is more striking in the plots of SSH variability for the last 5 years of both simulations 233 

(Figure 6). Not only is the excess SSH variability near of the New England seamounts chain found 234 

in the experiment with coarse bathymetry (NEATL) gone, the shape of the variability and 235 

distribution of the variability in the experiment with high-resolution bathymetry is a very close 236 

match to the observations. This includes a deflection of the SSH variability to the north near 64°W 237 

when the Gulf Stream passes over the New England seamounts chain (see highlight in Figures 5 238 

and 6). 239 

240 
Figure 5. Mean Sea surface height (SSH, in cm) in the Gulf Stream region for (a) based on 241 

observations (1993-2012; Rio et al., 2014), (b) NEATL, and (c) NEATL-HB (years 16-20). 242 
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243 
Figure 6. Sea surface height variability (SSH, in cm) in the Gulf Stream region for a) AVISO 244 

(1993-2012), b) NEATL, and c) NEATL-HB (years 16-20). The model outputs were filtered as in 245 

Figure 4. 246 

 The difference in bathymetry between the two experiments is shown in Figure 7c for the New 247 

England seamounts area. In many respects, the differences are quite small, less than a 100 m in 248 

most areas where the depth is close to 5000 m, with the biggest magnitude being around the 249 

seamounts. The bathymetry cross-section along the seamount chain (Figure 7d) shows that the 250 

most striking difference is in the height of the seamounts (500 m higher in the water column) which 251 

are closer in NEATL-HB to the base of the permanent thermocline of 1000-1500 meters (Meinen 252 

and Luther, 2016). But the higher resolution bathymetry also better resolves the spatial extent of 253 

the New England seamounts (Figure 7a,b) making them narrower and effectively increasing the 254 

separation distance between them, especially for the seamounts located between 62 and 63.5°W, 255 

i.e., Atlantis II, Shelldrake, and Gosnold (Figure 7b), that are located under the southern extent of 256 

the Gulf Stream. We interpret the difference in SSH variability between the two experiments 257 
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NEATL and NEATL-HB as follows: In the coarse bathymetry experiment NEATL, the three 258 

seamounts (Atlantis II, Shelldrake, and Gosnold) between 62 and 63.5°W are not clearly separated 259 

from each other and therefore, as discussed by Zhang and Boyer (1991), can act as a single body 260 

and will appear as a large obstacle to the eastward flowing Gulf Stream. This in turn leads to larger 261 

meanders downstream of the seamounts via conservation of potential vorticity (Holton and Hakim, 262 

2012) and consequently higher eddy kinetic energy downstream (Barthel et al., 2017). In the high-263 

resolution bathymetry experiment, there is a larger separation distance between the seamounts and 264 

the resulting flow field past the seamounts is determined by the interaction of the stream with 265 

relatively independent narrow obstacles and therefore less variability downstream (Zhang and 266 

Boyer, 1991). Thus, the instability processes induced by the Gulf Stream interacting with the New 267 

England seamounts are significantly diminished with better resolved topographic features and 268 

isolated seamounts. The reduced instabilities lead to a tighter Gulf Stream mean path that agrees 269 

better with the observed path and a narrower extent of high surface eddy kinetic energy that is in 270 

excellent agreement with the observations. 271 
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272 

Figure 7.  (a) NEATL bathymetry in meters; (b) NEATL-HB in meters with the names of the 273 

major seamounts (Houghton et al., 1977); (c) difference in bathymetry in meters between NEATL-274 

HB and NEATL, blue color indicates a shallower depth in NEATL-HB and vice versa. The gray 275 

contours are the modeled 5-year mean SSH in NEAT-HB indicating the mean Gulf Stream 276 

pathway; and (d) bathymetry along the central portion of the New England seamount chain (black 277 

line in left panel) that encounters the Gulf Stream direcly. The four seamounts from west to east 278 

are Balanus, Kelvin, Atlantis II, and Gosnold. 279 

b. Impact of tides on the SSH wavenumber spectra 280 
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SSH wavenumber spectra are commonly used in the literature to quantify the energy and 281 

variability associated with different temporal and spatial scales. In the reference experiment 282 

NEATL, the slope of the surface power spectra in the 70-250 km mesoscale range is mostly 283 

independent of latitude and ranges between -5 and -4 (Figure 8b), only slightly flattened near the 284 

equator and in the northern North Atlantic near 60°N. However, altimeter observations (Figure 8a) 285 

show a large spatial latitudinal variability in the distribution of the SSH wavenumber spectra with 286 

steep slopes closer to -5 at mid-latitudes and flattened slopes near -1 in the tropics (Xu and Fu, 287 

2011, 2012; Zhou et al., 2015; Dufau et al., 2016). A lack of latitudinal dependence in the 70-250 288 

km band with slopes between -5 and -4 was also found in previous modeling studies (Paiva et al., 289 

1999; Richman et al., 2012, Sasaki and Klein, 2012; Biri et al., 2016) and several explanations 290 

have been put forward to explain the differences with the altimeter observations. This includes 291 

aliasing and noise in the altimetry data (Biri et al., 2016) and underestimation of the impact of high 292 

frequency motions (i.e., internal waves and tides) when using daily averages to compute the 293 

wavenumber spectra (Richman et al., 2012; Rocha et al., 2016; Tchilibou et al., 2018). Previous 294 

studies (Rocha et al., 2016; Tchilibou et al., 2018) have shown that internal tides can have a 295 

significant impact on the wavenumber spectra, especially on small scales, and we therefore further 296 

investigated the latitudinal dependence of the SSH power spectra on high-frequency motions by 297 

adding tidal forcing to the 1/50° North and Equatorial Atlantic HYCOM simulation to the last 1.5 298 

years of NEATL (hereafter experiment (NEATL-T-HB).  In NEATL-T-HB, 8 tidal constituents 299 

(M2, S2, O1, K1, N2, P1, K2, and Q1) are added via body and lateral boundary forcing. At the 300 

northern and southern boundaries, the phase and amplitude are specified using the TPXO8-atlas 301 

global tidal solutions from Oregon State University. All other parameters are identical to that of 302 

NEATL (see Chassignet and Xu (2017) for a detailed description).  303 
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Figure 8 shows the slope of the SSH wavenumber spectra in the 70-250 km mesoscale range 304 

in 10°x10° boxes over the North Atlantic domain from both NEATL and NEATL-T-HB. The 305 

latitudinal dependence is drastically different in NEATL-T-HB from that of the reference 306 

experiment with slopes that are close to -1 in the tropics as in the observations (Figure 8a). This is 307 

due to tidal forcing and the generation of internal tides since the addition of high-resolution 308 

bathymetry alone was found to have only a very small impact on the slope of SSH power spectra 309 

in the 70-250 km mesoscale range (sensitivity experiment not shown). The tidal forcing in 310 

NEATL-T-HB generate internal tides that have a strong surface SSH signature (Figure 9, bottom 311 

panel) that is not present in the absence of tidal forcing (Figure 9, top panel). These internal tides 312 

are generated in areas of strong topography around the Azores, the Cape Verde islands, off the 313 

North Brazil coast near the Amazon estuary, as well on the northern side of the Georges Bank past 314 

the New England seamounts. The surface signal associated with the internal tides modifies 315 

significantly the power spectra in the equatorial region (Figure 10) with two peaks, one in the 110-316 

130 km range and another one in near 70 km, which flatten the slope in the equatorial region 317 

(Figure 8c). This leads to a modeled spectral slope in the equatorial region that is in excellent 318 

agreement with the filtered observational estimate of Zhou et al. (2015) (Figures 8 and 10). The 319 

impact of the internal tides on the power spectra is not as large in mid-latitudes (Figure 8) because 320 

the magnitude of the SSH variability is lower in the equatorial region than in mid-latitudes (see 321 

Figure 26 of Chassignet and Xu (2017) for details). 322 

 323 
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324 
Figure 8. Slope of the sea surface height (SSH) power spectra in the 70-250 km mesoscale range 325 

in 10°x10° boxes: a) observational estimate of Zhou et al. (2015); b) NEATL, and c) NEATL-T-326 

HB. Note that the sign of the slope was reversed. 327 

 328 
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 329 

 330 

Figure 9. Root mean square (RMS) of the high-frequency steric SSH variability (in cm) for 331 

NEATL (top panel) and NEATL-T-HB (bottom panel). The RMS is calculated daily from 24 332 

hourly snapshots of the steric SSH and is averaged over a month (December) - the results do not 333 

change if a longer time average is used. 334 
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 335 

Figure 10. SSH power spectra calculated along altimeter tracks and computed as a four 10°x10° 336 

boxes average across the equator (35-15°W, 10°S-10°N). Red and blue lines are results for year 337 

20 of NEATL and NEATL-T-HB; the black lines are observations (unfiltered and filtered for 338 

noise) by Zhou et al. (2015); and the gray line are unfiltered observations from Dufau et al. (2016).  339 

 340 

 341 

  342 
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5. Outlook 343 

As stated in Chassignet and Xu (2017) and further supported by the additional experiments 344 

reported here, it is clear there is a substantial improvement in the models’ ability to represent the 345 

observed ocean variability and western boundary currents when the horizontal resolution is 346 

increased from the eddying 1/10° to submesoscale enabled 1/50° grid spacing. As stated in Stewart 347 

et al. (2017), it is important to resolve the vertical structure of the ocean currents in accordance to 348 

the baroclinic modal decomposition that can be resolved by the horizontal grid. In other words, 349 

the finer the grid spacing, the higher the number of vertical modes one can resolve, and 350 

consequently the vertical grid spacing needs to be chosen accordingly in order to properly capture 351 

the baroclinic dynamics of a given mode. For the HYCOM experiments reported here, the vertical 352 

resolution is lower than what is recommended by Stewart et al. (2017) for z-coordinate models, 353 

but the statistics of the eddy scales and the vertical structure of the resolved eddy motions are well 354 

captured by the HYCOM layer discretization when compared to a z-coordinate kilometric model 355 

with 300 levels (Ajayi et al., 2020a,b). Furthermore, when trying to isolate the effects of horizontal 356 

resolution, one should strive to only change the horizontal resolution and associated physics. 357 

The considerable differences in surface EKE in the global high-resolution models of 358 

Chassignet et al. (2020a) were associated with the use of relative winds versus absolute winds. 359 

Chassignet and Xu (2017) showed that the level of EKE in the 1/50° simulation was comparable 360 

to the observations when one takes into account the aliasing associated with the altimeter sampling. 361 

However, this was obtained by using absolute wind stresses at the ocean surface which do not 362 

allow any oceanic feedback to the atmosphere via ocean current/wind shear. The use of relative 363 

winds in the wind stress can lead to a significant reduction of the surface EKE (on the order of 364 

30%; Renault et al., 2016). This implies that the next generation of numerical simulations will 365 
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need to either further increase the horizontal resolution or use less dissipative numerical operators 366 

in order be able to reach a level of EKE comparable to observations when using relative winds. In 367 

addition, the bulk formula used in this class of models do not take into account any partial re-368 

energization of the ocean by a changing atmosphere. A parameterization of this effect was recently 369 

proposed by Renault et al. (2020), but another approach, short of coupling the ocean model to an 370 

active atmosphere (HighResMIP, Haarsma et al., 2016), is to use an intermediate complexity 371 

marine atmospheric boundary layer model as in Lemarie et al. (2020) to represent the key processes 372 

associated with air/sea interactions on characteristic oceanic scales in the ocean-only numerical 373 

simulations. 374 

The computational cost of simulations at 1/50° is extremely large, and, while currently 375 

available computer resources do not allow for decadal global simulations at that resolution, we 376 

will soon have the ability to do so in the future. Ocean/climate models are one of the biggest users 377 

of computer resources and, as resolution is further refined, they will always require the latest 378 

generation of supercomputers. This means that further progress will only take place when the 379 

numerical codes used in ocean models take full advantage of the latest computing architecture and 380 

this implies close collaborations with computer scientists. Supercomputer development is at the 381 

present time closely linked to the performance of commodity chips (i.e., GPUs) and, because of 382 

their reduced memory access, these are not well-adapted to ocean applications. The main limitation 383 

is therefore not just the computational speed of the processors, but, as stated by LeSommer et al. 384 

(2018), it also access to memory and latency in reading/writing on disk drives (see Wang et al. 385 

(2020) for an application of a GPU-based version of LICOM3).  386 
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